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Abstract

The sampling distribution is a common source of misuse and misunderstanding in the

study of statistics. The sampling distribution, underlying distribution, and the Central

Limit Theorem are all interconnected in defining and explaining the proper use of the

sampling distribution of various statistics. The sampling distribution ofa statistic is used

to find probabilities of research outcomes and is one of the key concepts in statistical

significance testing. Sampling distributions are the frequency distributions of a particular

sample's statistic and contains infinitely many statistics for a given sample size from a

population. The most common sampling distribution is the sampling distribution of the

mean. The mean of this distribution is assumed to be the true mean of the population.

There are generalizations, qualities, and rules that have to be observed in order for the

sampling distribution to produce parameter estimates that can be used to make

experimental inferences. The exact use of the sampling distribution in significance

testing, the future of significance testing in the study ofbehavior, and alternatives to

employing statistical significance testing in the traditional sense is also explored.
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Statistics, even to the most astute graduate student, can be like a foreign language

and a source of considerable apprehension and worry. A professor or an article that

explains the complexity of concepts and theories is a rare, treasured find. It is this

author's intent to clarify what may have been a slightly mystical topic in introductory

statistics material and how that topic applies to more advanced understanding of the

inferences made through data analysis in the study of behavior. The sampling

distribution of the statistic (e.g., SEm, SESD) also called the underlying distribution, is

one of the most referenced, yet least understood concepts in the statistical world. The

present discussion will include the definition and uses of the sampling distribution, the

Central Limit Theorem and how it applies to understanding sampling distributions, and

the inferences based on information gathered from sampling distributions.

Statistical Significance Testing

For decades, education and psychology researchers have focused on testing the

statistical significance of outcomes.

Unfortunately, the concept of statistical significance is all too often

fundamentally misunderstood and consequently, used inappropriately (cf Cohen, 1994;

Schmidt, 1996; Thompson, 1996, in press). For example, Meehl (1978, P. 817, 823)

argued some 15 years ago:

I believe that the almost universal reliance on merely refuting the null

hypothesis as the standard method for corroborating substantive theories

in the soft [i.e., social science] areas is a terrible mistake, is basically

unsound, poor scientific strategy, and one of the worst things that ever

happened in the history of psychology... I am not making some nit-picking

statistician's correction. I am saying that the whole business is so

radically defective as to be scientifically almost pointless.
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More recently, Rozeboom (1997) noted that:

Null-hypothesis significance testing is surely the most bone-headedly

misguided procedure ever institutionalized in the rote training of science

students... [I]t is a sociology-of-science wonderment that this statistical

practice has remained so unresponsive to criticism... (p. 335)

Rightly or wrongly, the probability of a study's result is one of the most important

qualities considered by editors of professional journals and the scientists and

practitioners who are the consumers of these journals (cf. Greenwald, 1975; Rosenthal,

1979). The assumed importance of these findings has been used to pattern new studies

and serve as the building blocks of theory and further investigations of psychological

phenomena. The determination of a statistically significant result does not necessarily

indicate a practically significant explanation of a given topic under study (Cohen, 1994;

Snyder & Lawson, 1993). The probability that something takes place dOés not

automatically constitute importance, replication, or any far-reaching meaning. The

sampling distribution is the concept that aids in the derivation of statistically significant

results, however the practical use of these results is a different discussion.

Defining the Sampling Distribution

According to Breunig (1995), "The sampling distribution is one of the

fundamental concepts underlying all inferential procedures" (p. 3). In the statistical

processes in experimental study, researchers are trying to make inferential statements

about their sample and how it relates to the overall population to which they are hoping

the discoveries will generalize. Statistics are the values that come from the sample.

They are used to hypothesize and learn about qualities of the population and as

estimators of values in the population (Breunig, 1995), or parameters, as they are called.

The sampling distribution is the frequency distribution of a sample statistic (e.g., mean)
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across infinitely many samples from the population, each with exactly the same sample

size as the sample (Hinkle, Wiersma, & Jurs, 1994).

Put simply, populations are distributions of scores (usually taken to be N equals

infinitely man scores). Samples are distributions of scores (i.e., subsets of the population

of size n). Sampling distributions do not contain scores (except in the unusual case in

which the sample size is n=1, where the mean of a given sample also equals the only

score in that given sample). Instead, sampling distributions consist of infinitely many

statistics (i.e., estimated population parameters), each based on samples of exactly size n.

Empirically derived sampling distributions take many concepts into consideration

in development. Many different statistics can be used to make the sampling distribution.

The most common example is the distribution of the means and typically, the mean of

sampling distribution is mean of population (Hinkle et al., 1994). As random sample

means are collected, they began to pile up around a central value. This central value is

the most common sample mean (mode) and is the population mean (parameter). The

standard error of the statistic (e.g., mean, SD, r) is the standard deviation of the sampling

distribution. The standard error tells you how "spread out" are the sample estimates of a

given population parameter (e.g., SD, r). Breunig (1995) illustrates with a small

population and hand calculations the practical application of these principles. The

standard error tells how good an estimator of the parameter the sample statistic is.

Form of the Distribution

The shape of the sampling distributions is explained by a mathematical theorem

called the central limit theorem. The central limit theorem (CLT) in Hinkle (1994) says

that :

given a population with a mean equal to 4, a variance equal to o2, and

with n number of groups of random samples, as sample size increases, the
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sampling distribution of the mean approximates a normal distribution

(p. 172).

There are also two generalizations about the sampling distribution that work in

conjunction with CLT (Gravetter & Wallnau, 1985; Hinkle et al., 1994). The first is that

as sample size increases, variability of the distribution decreases. The larger the samples

get, more and more values are taken into account in developing the distribution.

Statistics began to fall around the same areas as in the population's distribution. There is

less variety and difference in the values of the sample versus the population. Therefore,

the sample distribution begins to look more like the population.

The second generalization is that even when the population isn't normally

distributed, the shape of the sampling distribution becomes more like normal as sample

size increases. Figures can illustrate this idea. According to Hinkle et al. (1994), when

sample size is greater than 30, the sampling distribution for the mean is very similar to a

normal distribution, even if the population is skewed.

Estimators

Everything in statistical significance testing is based on the premise that we can

infer experimental findings of a sample to explain events and treatment efficacies in the

population. This process is called statistical estimation. Our statistics attempt to

estimate the parameters. The sampling distribution of a statistic (e.g., r, SD), which is an

integral part of statistical significance testing, aids in estimating the mean of the

population. There are many kinds and ways of estimation. The shape of the sampling

distribution is an approximation of the normal curve as suggested by the CLT (Stacy,

1981). The expected value of the population is what is called a point estimate. This

point estimate estimates where in the distribution of sample statistics our population

parameter is.
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When making statistical inferences, scientists want a good, unbiased estimator.

Bias can be caused by innumerable factors, the most important of being use of

non-random samples. A statistic is an unbiased estimator if the mean of its sampling

distribution is the parameter estimated. Basically, the mean of all possible random

samples is most likely the real parameter for the population (Breunig, 1995).

In addition to helping with the generation of sampling distributions, mathematical

theorems are also used to get unbiased estimators that describe characteristics of the

sampling distribution (Hinkle et al., 1994). Good estimators are unbiased, consistent,

efficient, and sufficient (Harnett, 1970). Unbiasness estimator means that the parameter

estimate (sample statistic) and the population parameter value are the same. If this can't

be, an estimate with a small amount of bias is next preferred (Rennie, 1997).

Consistency is a function of the central limit theorem and is the tendency of estimates to

become closer to the actual population parameter as sample size increases. The bigger

the sample, the more similar to the population it is, and the greater the probability that

the statistic will mirror the true population parameter. Efficiency is related to bias. The

closer an estimate is to the parameter, given sample size, the more efficient it is (Mittag,

1992). If there are two statistics, A and B, and A has less error than B, for a given

sample size, A is the more efficient estimate. Sufficiency is defined as using all the

information from the population in getting estimates from the samples.

Uses for the Sampling Distribution

Statistical significance testing, sampling distributions, parameter estimates and

event probabilities are directed toward the purposes of finding statistical significance.

Most studies operate on the premise of the "nil" hypothesis (Cohen, 1994), that is there is

no difference between treatment groups or no relationship among variables instituted in

experimental studies (Hinkle et al., 1994). When the null is rejected, it is proposed that a
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difference exists between groups and a statistically "significant" effect has been noted.

However, the conclusion says nothing about effectiveness within the population (Cohen,

1994; Thompson, 1996). Assuming that the null is true in the population, the sampling

distribution can be used to obtain a probability of the sample statistics (i.e., not of the

population parameters). The sampling distribution is the mechanism by which we obtain

the wALcuLATED for a given study (see Hinkle et al., 1994). We do this by locating the

sample statistic in the sampling distribution, and then finding the proportion of area in

the sampling distribution with this sample statistic or sample statistics that diverge even

more extremely from the actual sample value. This area equals and is

sometimes called the "region of rejection".

The use of the sampling distribution in regards to alternate hypotheses is

somewhat different than with the nil hypothesis. Becker (1991) stated that :

" probability values under alternative models are much Móre complex...

and depend on the type of statistical test used, sample size, and the values

of relevant population parameters" (p. 347).

Many statistical tests in education and psychology use t and F statistics. These

theoretical approximations to sampling distributions are easier to compute and use

(Becker, 1991; Edgington & Haller, 1984).

The Future of Significance Testing

Statistical significance testing has been under attack for many years (cf. Cohen,

1994). The argument is that p values are often misunderstood by both research

consumers and researchers. Common misinterpretations of p values include believing

that p is the probability that the experiment's group difference is "due to chance" (e.g.,

with a p<.05, findings have a less than 5 in 100 chance of being "incidental"), saying that

p is the probability that the null hypothesis is true in the population, using p as a
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percentage likelihood of not getting the same results in a replication study, or that p is the

probability that research results are incorrect (Cohen, 1994; Gall, Borg, & Gall, 1996;

Thompson, 1996).

In the past and recent years, the merit and publishing of research has been based

solely on the p value. However, many factors affect finding statistical significance,

especially sample size. One will get statistically significant results in an any study, if a

large enough sample is used (Rennie, 1997; Thompson, 1989). Even when statistical

significance is concluded, practical significance and meaningfulness are still in question.

Alternatives to significance testing have been suggested (Cohen, 1994; Gall et al., 1996;

Thompson, 1989, 1993, 1994a, 1996) regarding using replicability techniques, such as

bootstrap and cross-validation, noting and interpreting effect sizes, doing statistical

power analyses, changing the use of the term "significance" to "statistical significance",

and looking at sample size ("what if' analyses) as it affects p calculated to fortify reports

of research findings.

Conclusions

Although there has been much debate over the uses of statistical significance

testing, many students and professionals rightly or wrongly still subscribe to its value.

Sampling distributions are a fundamental part of finding statistically significant results.

Knowing the functions of the statistics, parameters, and theorems involved in

constructing the sampling distribution facilitate a more informed use of the probabilities

of sample events and what implications they really have for scientific studies. The

sampling distribution provides probabilities that represent the chances an outcome has in

the given sample. In discussing some of the key aspects of the sampling distribution and

the central limit theorem, hopefully a better understanding statistical significance has

been furthered.
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